Searching for Snake-in-the-Box Codes with Evolved Pruning Models
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Abstract. We present a method for searching for achordal open paths (snakes) in n-dimensional hypercube graphs (the box). Our technique first obtains a set of exemplary snakes using an evolutionary algorithm. These snakes are then analyzed to define a pruning model that constrains the search space. A depth-first search of the constrained solution space has established new lower bounds for the length of the longest snakes in the 9 and 10 dimensional hypercube graphs.

Keywords: Search, Genetic Algorithms, Mathematics

1 Introduction

The snake-in-the-box problem is that of discovering the longest path in a hypercube graph such that the path is not adjacent to itself at any node. The longest such path for the dimension-4 hypercube is illustrated in Figure 1.

For dimensions one through seven, longest maximal snakes have been found by exhaustive search techniques [7][15]. In higher dimensions, those greater than seven, the solution space is intractable. Several non-exhaustive computational search techniques have been employed to discover lengthy snakes in these dimensions, including genetic algorithms [16], distributed computing [11], neural networks [4], and other evolutionary algorithms [6].

We have developed a hybrid method described by this sequence of steps:

1. An evolutionary algorithm is used to generate a set of very long snakes.
2. We compute several attributes of each snake at each node in the snake.
3. The upper and lower bounds of these attributes define a pruning model.
4. We perform a depth first search of all snakes, pruning and backtracking whenever any attribute of the current snake escapes the model.

The reader should note that we are not concerned with time efficiency. We are interested only in obtaining snakes which are longer than the current theoretical lower bound, and therefore have not yet been discovered either through computational search or mathematical construction. We have achieved this objective for the 9 and 10 dimensional hypercube graphs.

2 Applications

The snake-in-the-box problem was first described in a paper by Kautz in the late 1950s, and was noted for its relevance to coding theory [12]. Snake-in-the-box codes are useful because they are “spread 2” gray codes. This means that any two codewords are at least two entries apart in the list of codewords or that they differ in at least two positions. Consequently, errors at only one position (the most common case) are easily detectable because they will reference code words at positions in the list which
3 Background and Terminology

Following standard convention, we use \( Q_n \) to denote the \( n \)-dimensional hypercube, which is defined inductively as the Cartesian product of \( Q_1 \) and \( Q_{n-1} \). It is useful to think of \( Q_1 \) as a line (two constituent nodes), \( Q_2 \) as a square (four), \( Q_3 \) as a cube (eight), and \( Q_4 \) as the sixteen-node graph in Figure 1. For \( n>4 \), meaningful visualisation is tricky.

There are \( 2^n \) nodes in \( Q_n \) that can be represented as vectors of binary digits. The nodes are labeled in such a way that the binary vectors of adjacent nodes always differ by exactly one bit, as in Figure 1.

An induced path in \( Q_n \), as defined in [9], is a sequence of nodes \( P \) such that for any \( u, v \in P \), if \( u \) and \( v \) are adjacent in \( Q_n \) then they are also adjacent in \( P \).

A path is expressed in node sequence representation if it is a vector of base-10 integers corresponding to the binary labels on each node in the path. The node sequence of the snake in Figure 1 is \( \{0 1 3 7 6 14 12\} \).

A path is expressed in transition sequence representation if it is a vector of integers in the range \( 0..n-1 \) [1]. These integers correspond to the index of the bit in the bit string that was flipped to grow the snake from one node to the next. The index of the least significant bit is 0 and that of the most significant bit is \( n-1 \). The transition sequence of the snake in Figure 1 is \( \{0 1 2 0 3 1 0\} \).

The term “Snake in the Box” (derived from the visualization of a chain as a unit-radius tube) originally designated induced cycles, or closed paths (also called closed chains), in a graph [12]. We adopt the terminology introduced in [9], who assign the term “coil” to simple cycles and the term “\( n \)-coil” to coils of maximal length in \( Q_n \). The terms “snake” and “\( n \)-snake” are used in exactly the same way to designate induced open paths.

The lengths of \( n \)-snakes and \( n \)-coils up to \( n = 6 \) were computed via exhaustive search by Davies [7]. Those for \( n = 7 \) were determined by the Genetic Algorithm of Potter [16] and later the exhaustive technique of Kochut [15], which we will be building upon. Table 1 shows the lengths of the \( n \)-snakes and \( n \)-coils for \( n \leq 7 \), as well as current best-known lengths of longest snakes and coils in dimensions 8 through 12 [2][6][7][9][15][16].

4 PBSHC: An Evolutionary Algorithm for Obtaining Model Snakes

A Population-Based Stochastic Hill-Climber (PBSHC) was used to generate our model snakes. This algorithm is described in more detail in [6]. The PBSHC evolves a population of snakes from a zero or small initial length to some maximum length. Each individual in the population consists of a sequence of integers that represents the node sequence of a snake, or valid path through the hypercube, in the dimension being searched. These individuals are initialized as either a snake of length zero, that is consisting of only the zero node, or seeded with a pre-existing snake of choice. Following initialization, the evolutionary cycle begins its first generation. Each generation begins with a fitness evaluation. The fitness function used is based on both the length and the ‘tightness’ of the snake.

The tightness of a snake, as defined for the PBSHC,
is a measure of how many nodes are left available in the hypercube after subtracting all those nodes that are disqualified either by already being in the snake or by being adjacent to another node in the snake. The choice of tightness as a component of the fitness function was inspired by the idea that tighter snakes, since they make more efficient use of nodes, might have more room to grow.

Initial attempts of integrating both length and tightness into a fitness function met with limited success. Many combinations of linear and non-linear factors of length and tightness for the fitness function were tried. While they each performed well in some periods of evolution, they would inevitably perform worse in others. Once the average fitness of the population slowed, the diversity of the population would fall and the fitness function would converge to a local optimum. Our first attempt at solving this problem was to develop an adaptive fitness function that would balance between the importance of tightness and length, using the diversity of the population as the balancing factor. This technique also met with limited success, reacting to changes in diversity too quickly in some cases and not quickly enough in others. Our second attempt was a more simplistic compromise between the two objectives. Length was set as the overriding objective within each generation, and tightness delegated to an ordered ranking factor of the rank-based selection within each generation. Since all snakes that were able to grow in the previous generation have the same length in the current generation, tightness becomes the only distinguishing factor of the fitness function.

After the individual fitness of each of the snakes in the population is determined, the population is subjected to rank-based selection based upon each snake’s fitness. In order to keep the population constant throughout the entire run, the remaining places available in the population of the next generation are filled starting again with the most fit individuals. For example, if the selection percentage is 90%, the individuals are ranked by fitness and the first 90% are selected. This still leaves 10% of the next generation empty, so the first 10% from the current generation are used to finish the selection operation.

After selection, the growth operator grows each snake in the population by one step each generation, connecting each snake’s end node to one of its adjacent nodes that have not been disqualified by already being in the snake, or by being adjacent to some node that is in the snake. While bi-directional growth was used during preliminary trials in dimension eight, unidirectional growth was chosen for this implementation to best allocate computational resources. This operator can be seen to perform a stochastic hill-climbing process on each snake in the population as the choice of which adjacent node to connect to is based on random selection from the available nodes. A choice was made early to grow all snakes in the population instead of only the snake of best fitness (note: enhancing the best individual in a population is a common approach in hybrid genetic algorithms). This choice was also based on results of a comparison of these two approaches in an earlier GA implementation. Growing all the individuals within the population also works well in conjunction with the fitness function which requires that all snakes in the population of a given generation be of the same length in order to function properly. The fitness function consists of the sum of the snake’s length and normalized tightness. This results in the fitness function simplifying to a function of tightness alone as the length component of the fitness value will dominate for snakes of different lengths, yet cancel for snakes of the same length. This also results in the automatic elimination of snakes that can no longer grow, allowing their place in the population to be reallocated to other snakes that are still capable of growth.

The choice of parameter settings was found to be of key importance to the performance of the PB-SHC and these settings were tuned extensively in dimension eight before modified to run in dimensions nine and above. Our previous experience with genetic algorithm snake hunters supported the application of lower-dimension parameter settings as a baseline for higher-dimension runs. The fitness function is set to the sum of the snake’s length and normalized tightness. Normalized tightness was defined as the number of nodes remaining available divided by the total number of nodes in the n-dimensional hypercube. Rank-based selection was chosen in order to maximize diversity within the population. While both unidirectional and bi-directional growth were used in the dimension-eight trials, the relatively memory-conservative, unidirectional implementation was chosen for the higher-dimensional runs in order to maximize potential population sizes for dimensions nine and above. Because this particular implementation’s chromosome size is constant, the use of unidirectional growth instead of bi-directional growth allowed the required memory for each population size to be reduced by half. Population sizes from one hundred through ten thousand were run in trials using mutation.

The best results were achieved using popula-
tions of ten thousand, a selection percentage of ninety percent, and by seeding each population with highly-fit snakes from a lower-dimension. For the purposes of the method described in this paper, we have used PBSHC to generate a set of very long snakes in dimensions 9 and 10.

5 Constraining the Solution Space for a Depth-First Search

To explore the solution space, we attempt to grow a snake until it reaches a dead end. The search then backtracks until further progress can be made in a different direction. This process is repeated until every snake has been explored. Unfortunately, there are far too many possible snakes to try every one, and we are forced to constrain the solution space artificially. We will describe five methods by which we constrain the solution space so that it may be fully explored by a depth first search. The first two, described in the following section, were first implemented by Kochut for exploring $Q_7$.

5.1 Kochut’s Constraints

The constraints implemented by Kochut are independent of model snakes and were first used in an exhaustive snake searching algorithm devised for the dimension 7 hypercube. Neither of these restrictions can possibly prevent the discovery of a maximal length snake, yet they drastically increase search efficiency.

Always begin at node 0. To understand why this does not prevent us from finding possible maximal length snakes, it is helpful to consider a snake in transition sequence (see Sect. 3). From a snake starting at node 0 in $Q_n$, one can obtain $2^n$ identical snakes in node sequence simply by applying the corresponding transition sequence beginning at every node in $Q_n$. In dimension 9, by only searching for snakes originating at node 0 we eliminate 99.9997% ($\frac{n!-1}{n!}$) percent of the solution space from consideration.

Only consider snakes in canonical form. Snakes in canonical form are those which only use higher-order dimensions after every lower-order dimension has been used at least once. Hypercubes have $n!$ symmetries, and canonical form is but one of these. Again, consider a snake in transition sequence. By swapping, say, all of the 8’s and 1’s, we obtain an identical snake with a different node sequence. It simply uses the dimensions in a different order. In dimension 9, by only searching for snakes in canonical form we eliminate 99.9997% ($\frac{n!-1}{n!}$) of the solution space from consideration.

5.2 Constraints Based on Model Snakes

The solution space afforded by Kochut’s approach is still far too massive to be searched exhaustively in dimensions greater than 7. We therefore introduce further constraints that no longer guarantee the maximal length snake will be found. Consequently, we can only find new lower bounds for maximal snake lengths, rather than absolute bounds. The following three constraints ensure that every snake considered in the depth first search adheres to a set of parameter boundaries defined by the model snakes found via PBSHC. In essence, we are making a much more strict definition of a “dead end” in the search. Backtracking now occurs not only when there are no available adjacent nodes, but also when all available nodes cause the snake to escape the parameter boundaries.

Tightness. We have defined tightness as the degree to which different nodes in the snake render identical nodes inaccessible and is proportional to the number of pairs of included nodes with a hamming distance of 2. For example, nodes 000000000 and 000000011 both render node 000000001 inaccessible because they differ at exactly 2 bits. The “tighter” a snake is wound, the more nodes remain available at each step in the snake. We express tightness as “the number of unavailable nodes per node in the snake”. If there are 18 unavailable nodes at node 4 in the snake, the tightness of the snake is 4.5. It tends to be desirable to keep this number low. However, we have found that our model snakes do not always choose the tightest possible path at every step. We therefore prune branches both when snakes are too loose and when they are too tight. Figure 2 is an example of tightness boundaries that have been defined by model snakes in Dimension 9.

Tightness Rate-of-change. Consider a snake that is on the tighter edge of the tightness boundary defined by our model snakes at the $k^{th}$ step in the snake. For the next several steps, the search has license to take inadvisable turns that needlessly eat up available nodes in the hypercube since it will still stay inside the tightness boundary. To eliminate this possibility, we only allow a snake’s tightness to increase or decrease at a certain rate. We do this by extracting the “percent change in tightness over the last 5 steps” at each step in our model
snakes. This corresponds to the rate of change in tightness at each step, and we do not allow snakes to tighten or loosen faster than any of the model snakes. Figure 3 shows the tightness rate-of-change boundaries that have been define by model snakes.

Maximal Dimension Cumulative Usage. This term refers to the number of times each dimension has been “used” in the snake, and was first described by Bishop [3]. A dimension is “used” if it has been flipped from a 1 to a 0 or vice-versa in the course of creating the path. Usage is equivalent to the number of occurrences in the transition sequence. We have observed a great deal of homogeneity in the Dimension Cumulative Usage of model snakes. This is in part due to the fact that all model snakes are in canonical form, which ensures that the dimensions are ordered the same way.

In the Q9 model snakes, the highest dimension is always used only once. Additionally, dimension 6 is always used more than dimension 5 and dimension 4 is always the most used dimension. Each dimension has a range of about 10 uses from which it never deviates in the model snakes. Currently, we only prune snakes which overuse any of the dimensions and do not prune for underuse.

6 Results

We have two methods of control over how strictly we constrain the solution space. The first is choosing a seed snake. Past research has found it useful to choose a portion of a best known snake from a lower dimension to seed a search algorithm [6]. A seed, in effect, sets in stone the initial section of the path. A seed of 37 nodes, for example, decides the path through the highest 37 levels of the search tree. This reduces the solution space considerably.

The second is the number of snakes used to define the pruning model. Fewer snakes intuitively results in narrower pruning boundaries because there is less variability among fewer snakes.

6.1 Dimension 9

A base of 344 snakes was built using the Evolutionary Algorithm described in section 4 to define the pruning model. Our depth first search was given a seed snake of length 37 from a maximal length snake in dimension 8, which can be found in [17]. The seed was necessary to provide a search space that could be searched exhaustively. An exhaustive search with pruning from the 38th node yielded five new snakes of length 188. One of these snakes, in transition sequence notation:

```
0 1 2 3 4 5 3 2 1 0 3 2 5 3 1 2 3 4 5 2 3 1 0 3 2 6
0 5 4 3 0 1 3 5 0 2 3 1 0 3 5 4 3 0 1 3 7 4 1 3 0 1 5
2 0 1 3 0 5 4 1 3 0 6 2 1 0 3 4 5 3 0 1 3 2 0 5 3 1 0
3 4 5 2 6 3 0 2 6 1 2 3 6 7 8 6 3 2 0 5 2 1 0 3 4 5 3
0 1 3 2 0 5 3 1 0 3 4 5 2 6 3 0 2 5 3 4 5 0 3 1 0 2 5
1 0 3 1 2 4 7 6 5 2 3 1 0 3 6 2 0 3 1 0 2 5 6 2 1 3 4
5 0 3 1 0 2 3 5 6 2 5 0 2 1 3 0 2 5 0 1 2 6 1 3 4 6 3
```

This constitutes an improvement over the previous lower bound of 186.

6.2 Dimension 10

Because the solution space for Q10 is exponentially bigger than that of Q9, we were forced to constrain the solution space more harshly. The pruning model was defined using only 30 snakes found by the Evolutionary Algorithm, and we used the first 185 nodes of the best known Q9 snake (listed above) to seed the depth first search. It should
be noted that our search of the constrained solution space was not exhaustive. After two weeks of runtime, two snakes of length 363 were found (the search proceeded for several more weeks without termination or improvement). One of these snakes, in transition sequence notation:

```
0 1 2 3 4 5 3 2 1 0 3 2 5 3 1 2 3 4 5 2 3 1 0 3 2 6
0 5 4 3 0 1 3 5 4 3 0 1 3 7 4 1 3 0 1 5 4 3 0 1 3 7
0 5 4 3 0 1 3 5 4 3 0 1 3 7 4 1 3 0 1 5 4 3 0 1 3 7
```

This constitutes an improvement over the previous lower bound of 358. For both dimensions 9 and 10, the new lower bounds represent greater than 1% improvement over previous lower bounds.

7 Conclusion

We intend to expand the search technique to the hypercubes of higher dimensions. In addition, we shall adapt the search to be applied to the problem of finding lengthy coils. We have no reason to believe that the search will not work equally well on these problems, and hope that further lower bounds will be established.

It is likely that our method would benefit from further pruning heuristics. The three described in this paper are simply those which seemed most relevant, and more informative measures may well exist.
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